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Abstract:  Sentiment Analysis will determine specific actions such as opinions, tests, 

and opinions about people, individual issues, actions, or subjects and their particular 

characteristics. The opinions of others are significant because they have the greatest 

impact on our lives. Typically, sentiment analysis assists in gathering data that takes 

into account both negative and positive aspects of the subject. Because of this, it's 

possible to gather positive and worthy opinions about a specific product and be 

satisfied with the customers. To effectively encourage marketing, business professionals 

and large organizations are able to make use of opinions mining. This article focuses 

on the method of effective sentiment analysis which is suggested for separating and 

categorizing opinions. The research paper is divided into four key stages. This includes 

the phases of data preparation, feature extraction, the extraction of opinions, and 

removing and analyzing opinions. The web-based data from similar documents are pre-

processed, and then generated as (POS) Part-of-Speech tagged texts. A specific 

algorithm (IHAC) Improved High Adjective Count methods using text that is Part-of-

Speech tagged text in order to determine the possible characteristics. IHAC moves the 

number of nouns in a way to discover the possible features. 

Keywords: Sentiment Analysis, Reviews, POS and IHAC. 

I. INTRODUCTION 

Sentiments denote the feelings, emotions, views, ideas of individuals for the specific 

product. Sentiment analysis [1] of opinion mining is very difficult. There are many 

complications like natural language processing for computerized extracting, 

categorizing and summarizing opinions which are expressed in online. Sentiment 

analysis is a study that is accomplished by various organizations for identifying user 

feedback about the products. This makes the other users for knowing the perfect 

selection of their favored product. Sentiment analysis is commonly employed in 
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opinion mining for knowing sentiments, subjectivities moreover sensitive states in 

online texts. The process was accomplished on product evaluation by organizing the 

products attributes. At the present time, sentiment polarity analysis is utilized in an 

extensive range of domains like finance. 

The focus is on directions-based texts that contain texts that contain opinions or statements. 

The method of sentiment classification examines whether the particular text is objective or 

subjective or if it embodies both positive and negative. This method of classification [2] has 

a large variety of crucial features that can include different methods, processes, jobs, and 

attributes as well as areas of application. There are many tasks involved in the classification 

of the polarity of sentiment. The three main characteristics of classification. They are class, 

level, and assumption in relation to sources of sentiment as well as goals. The distinct two-

class issue is the categorization of feelings as either negative or positive. Additionally, the 

changes involve organizing messages as objective or subjective. Sentiment analysis focuses 

on the definition of the user's points of perspective in relation to a particular area. The 

viewpoint is a combination of perception, assessment, or even emotional levels. The main 

function of sentiment analysis is to determine the nature of the polarity of a specific text on 

the basis of documents, features sentences, etc. When polarities are categorize emotional [3] 

states such as "happy, "angry" and "sad" are additionally identified. The categorization of 

polarities are the principal objective of the process of mining opinions and happens during 

the process of creating the text that expresses an opinion about a specific subject is 

classified as having one of the two opposing sentiments. A few examples of classifying 

polarities include "like" and "dislike" and "thumbs upwards" vs., thumbs down". This 

classification also identifies the benefits and disadvantages of statements made in online 

reviews, which aids in making the evaluation of products more accurate. Another type of 

classification of binary sentiment is the detection of agreement. 

II. MOTIVATION  

The process of web mining is obtaining perception from the WWW (World 

Wide Web) with the help of conventional data mining techniques and additionally 

transmitting them as attributes of the website. The web can be recognized as the 

essential messaging and marketing media. In the case of, the websites of E-commerce 

are constructed to be an important media for business. In this case, the approaches of 
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data mining are required to be practiced for understanding the people’s behaviors in the 

website. 

But the efficient recoveries of views are still raised problems for both persons and 

organizations owing to viewpoints and its variance on contents. Therefore 

computerized extraction and summarization of viewpoints find the essential use. Hence 

for mining characteristics, opinion mining is observed as the most powerful tool for 

mining the views of items from different web pages. Furthermore, the ranking on the 

basis of viewpoints not only supports the customer to understand about the product but 

is also assist in differentiating the items in many distinct categories. 

In this paper, for deriving the features, opinion mining is practiced for mining 

viewpoints of the various customers about the products that are available on various 

web pages. The views submitted by the users and their ratings for the product not only 

assist users in obtaining more perception about the quality of the item but it also 

supports for differentiating distinct items. This tackles the requirement by 

accomplishing two major tasks. One is feature identification; this is the task of deriving 

and finding the attributes from the viewpoints of the user. Another one is Rating 

prediction L; it evaluates the arithmetic ranking of the product attributes. The eventual 

plan of this research is to develop a method for deriving the viewpoints as of the views 

expressed by the users in online. 

III. METHODOLOGY 

By aiming the plan of this research, it consists of four important phases, it 

includes the following: 

 Pre-processing of data, 

 Potential feature extraction, 

 Deriving and extracting opinions and 

 Classification of opinion 

The data that are derived initially from the web document are not properly structured. 

The initial phase configures the data prior to accomplishing the sentiment analysis and 

extracting. In the proposed work, for mining the product features, opinion mining is 

utilized to find and match up to the power and shortage of the products depending on 

the comments that are provided by the customers on user reviews. Feature extraction is 
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a main significant step for opinion mining that has been used to gather the necessary 

information from the user viewpoints. The system utilizes these features as input, 

allocates ranks to them and determines the final classification as positive, negative and 

neutral. 

 

The presented algorithm is to determine the features called IHAC [5]. This is done by 

ABC optimization algorithm. The foremost suggestion behind this algorithm is focused 

on the nouns for which reviewers convey the collection of opinions and differentiate 

them from nouns for which users does not express such viewpoint. By processing every 

review this algorithm provides a rank for all nouns. The ranking idea is used to identify 

the ranks that are higher than the threshold. Then the algorithm proposed is Max 

opinion score algorithm that scores the derived attributes using opinion ranks allocated 

from existing methods. 

Deriving Potential Feature 

 

The tagged text of Part-of-Speech is then processed to derive the 

prospective attributes for which an IHAC algorithm is employed. The IHAC comprised 

of two important algorithms. They are: 

 High Adjective Count (HAC) Algorithm 

 Artificial Bee Colony (ABC) algorithm 

High adjective count algorithm 

The algorithm that determines the probable features is called as HAC. This 

HAC derives the major essential features in which the viewpoints of the users can be 

conveyed. The nouns are regarded as the major Part-of-Speech tag that can show the 

attributes of a specific product. Usually the majority of researchers employ term 

frequency of keywords. Alternative to that of term frequency, this planned approach 

employs Nouns and Adjectives in which it uses POS [7] tag of a review document. 

Algorithm of artificial bee colony 

 

It is a swarm based meta-heuristic algorithm [10] that is stirred by the very 
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well defined seeking actions of honey bees. It incorporates the three important 

constituents specifically employed bees, onlooker bees and scout bees. The employed 

bees are related with the food sources in the closest area of the hive and it transmits the 

data regards the nectar aspect of using food sources to the onlooker bees. Onlooker bees 

are observing the employed bees dance interior to the hive to select one food source to 

make use of it depends on the data that are contributed by the employed bees. If the 

food sources of the employed bees are unused then it becomes the scout bees and 

searches for new food sources randomly. A number of food sources indicate the 

position of possible solutions of problems of optimization and the total nectar of food 

source indicates the aspect of the solution. The working approach of ABC algorithm [6] 

is given in Figure 1. 

 

Figure 1 Flowchart for ABC Algorithm 
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The Index value of nouns and its related values of rank are provided as 

inputs to the Artificial Bee Colony algorithm. 

Opinion Extraction and Mining 

By determining the potential attributes, the opinion words are derived and the task of 

mining is implemented with the help of Max Opinion Score Algorithm. There exist 

three distinct processes to derive and extract opinions. They are as follows: 

 Discovering opinion words and promoting scores 

 Review of inversion words 

 Potential features-opinion words matching 

 

IV. RESULTS AND DISCUSSION 

The proposed IHAC algorithm based opinion mining method is executed with Java 

platform. Still, now the working processes of this algorithm have been seen and the 

results of this work are shown in this section. 

Table 1 Results of Classification of Reviews 

 

 

Description 

 

Canon G3 

 

Canon S100 

Nikon 

CoolPix4300 

Canon 

PowerShotSD500 

Positive 25.00 49.00 25.00 1.0 

Neutral 20.00 2.00 9.00 0.0 

Negative 0.00 0.00 0.00 0.0 

Result Positive Positive Positive Positive 

 

Evaluation Metrics 

An evaluation metric is utilized to measure the usefulness of opinion mining [8, 9] 

systems and to explain the hypothetical and practical developments of these systems. It 

comprises of a metrics which trails the general unrevealed methodology of evaluation. 

Few of the measures that are selected for the purpose of evaluation are Recall, 
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Precision, and the F-Measure. For better utilization of this proposed method for the 

efficient classification of reviews with mining, it needs the values of these measures to 

be calculated. 

The values of measures are determined on the basis of True Positive (TP), 

True Negative (TN), False Positive (FP) and False Negative (FN) with the choice of 

review categorization. Table 2 shows the way of describing the positive values and 

negative values. 

Table 2 Description of TP, TN, FP and FN Values 

 

 OUTPUT 

 

Descriptions 

 
Classified as 

positive 

Classified as not 

positive 

 

INPUT 

Actually 

positive 

 

TP 

 

FN 

 Actually not 

positive 

 

FP 

 

TN 

 

The results evaluated for the proposed IHAC algorithm based opinion mining is 

depicted in Table 3 

Table 3 Performance Evaluation of Proposed Work 

 

 

Product Names 

Evaluation Metrics (in %) 

Precision Recall F-Measure Accuracy 

Canon G3 94.56 76.35 76.32 93.67 

Canon S100 93.26 75.54 85.14 91.73 

Nikon CoolPix 4300 95.35 86.32 84.26 94.24 

Canon PowerShot 

SD500 
94.63 84.52 84.35 92.56 
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The performance analysis with the evaluation metrics Precision, Recall and F-Measure are given 

in Figure 2. 

 

Figure 3 Evaluation Measures of Precision, Recall and F-Measure for Various Products of 

Proposed Work 

The product reviews of several companies are gathered in this research by using the method 

of IHAC. At this point, a single product is considered with several kinds of specific thing. 

The products that are reviewed are Canon S100, Canon Power Shot SD500, Canon G3, and 

Nikon CoolPix 4300. These are the several types of the camera products which are used to 

determine the review performance of proposed work. 

V. CONCLUSION 

The entire paper concentrated on the scheme of sentiment analysis on the basis of machine 

learning and swarm intelligence with effectual feature extraction methods. IHAC method of 

opinion mining is described. The performance of IHAC was evaluated with the product 

reviews. These reviews were examined with the values of precision, recall, accuracy and F-

Measure. This shows the effective opinion and classification method and in this paper, it 

also demonstrates the results of the comparison of existing methods with IHAC and shows 

the precision value of each method. 
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