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Abstract - the critical challenge of predicting

breast cancer, a leading cause of mortality

among women. The paper explores the

application of various machine learning (ML)

algorithms, including Naïve Bayes, Logistic

Regression, Support Vector Machine, K-

Nearest Neighbor, Decision Tree, and

ensemble techniques like Random Forest,

Adaboost, and XGBoost, for breast cancer

prediction. These ML methods are essential

for doctors and pathologists, providing

automated tools to differentiate between

malignant and benign tumors. The study

evaluates these algorithms using different

performance measures and finds that both

Decision Tree and XGBoost classifiers

achieve the highest accuracy at 97%.

Additionally, XGBoost demonstrates the

highest Area Under the Curve (AUC) value,

indicating its excellent performance in

breast cancer prediction with an AUC of

0.999. This research underscores the

effectiveness of ML techniques in aiding

medical professionals in breast cancer

diagnosis and decision-making.

1. Introduction

GLOBOCAN 2020 report shows that how

cancer is more dangerous as it recorded total

19.3 cases in that 10 million deaths in 2020

[1,2].Female breast cancer has recorded with

2.3 million new cases [1] and also indicates

the mortality rate also increased. Breast

cancer created huge impact on the life of

women. Mortality rate can be decreased by

increasing awareness, early prediction and

diagnosis [3]. Today medical field generates

large amount data of different diseases and

that data helps to perform analysis and

further predictions. Technology helps lot to

doctors [4] pathologist for performing an

accurate prediction that helps to avoid
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further medical expenditure and to get

proper treatment and in some cases early

detection can save a person's life [5].

Different techniques have been used to

classify breast cancer. Classification

techniques play an important role in breast

cancer prediction and diagnosis. Many

research have demonstrated the importance

of breast cancer prediction with different

techniques and challenges [6,7], and they

used a variety of data mining classification

approaches to analyze the Wisconsin

Diagnostic Breast Cancer (WDBC)[8,9] and

Wisconsin Breast Cancer(WBC) [10]dataset

and it found substantial result. Many data

mining techniques [11] are used for

classification such as KNN, NB, DT, SVM,

LR, ensemble techniques such as RF,

Adaboost, XGBoost. Our aim is to predict

breast cancer by applying different

classification algorithm and compare their

performance and find out best algorithm.

This paper organizes in following manner:

Section 2 describes similar kind of work

performed before on breast cancer datasets,

section 3 describe the architectural overview

of system with dataset, and classification

techniques details, section 4 describes

results and discussion of ML techniques

with different performance measures.

2. Related Work

The provided text outlines the ongoing

work in breast cancer prediction utilizing

various machine learning techniques.

Several studies have explored different

algorithms such as KNN, NB, DT, SVM,

LR, Random Forest, XGBoost, EXSA,

and ensemble models for breast cancer

diagnosis and risk prediction.

Researchers have achieved notable

accuracies, with methods like ANN,

KNN, NB, SVM, and RF reaching high

percentages in accuracy, often above

95%. Feature selection, ensemble

models, and techniques like genetic

programming have also been employed

to enhance the performance of machine

learning classifiers in breast cancer

prediction. Moreover, the text highlights

the importance of data preprocessing

techniques such as scaling to standardize

features and ensure that all

characteristics are on the same

magnitude level. Additionally, the text

mentions the use of both linear and

nonlinear approaches for data reduction
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based on the dataset's feature

correlations. This summary indicates the

diverse array of machine learning

techniques applied in breast cancer

prediction, showcasing a range of

sophisticated methods to improve

accuracy and advance the field of

medical diagnosis. Obaid et al. presented

that SVM with quadratic kernel function

achieved highest accuracy [9].Both

linear and nonlinear approaches to data

reduction are viable options, and which

one is used will depend on the

characteristics of the correlations that

exist between the features of the dataset

[18].The vast majority of ML algorithms,

on the other hand, will calculate the

Euclidean distance between any two data

points they are given. It is necessary to

bring all of the characteristics down to

the same magnitude level. Scaling is a

method that can be used to accomplish

this goal [19].Ara et al. performed

feature selection and apply ML on breast

cancer data set for classification into

benign and malignant and by using SVM

and RF they got 96.5% accuracy

[20].Jabbar et al. classifying the breast

cancer data, an Ensemble model has

been constructed in this work by

utilising Bayesian networks and Radial

Basis Function producing accurate

classifications optimal accuracy of

97.42 % by combining these two

different types of classifiers.Mahesh et al.

used different machine learning

techniques and also blended ensemble

learning for breast cancer prediction and

achieved 98.14% accuracy.

3. Methodology

overall design of proposed methodology

applied for detection of breast cancer.

Different classification algorithms

applied on breast cancer data but

different classifier shows different

performance on same data therefore we

used an ensemble technique that uses

bagging and boosting which combines

results from different classifier also

learns from previous classifiers. To

perform this ,first step of this is data

acquisition. The data then pre-processed

for selection of attributes, after that data

divided: 80% for training and 20 % for

testing. Dataset is labelled dataset having

labels malignant and benign and

therefore supervised different
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classification techniques applied on

training data for building a model. Test

data evaluated by using different

classifier and finally compare the

performance of different classifiers.

Fig.1. Proposed Flow Diagram

3.1.Dataset

For our experiments, we used the WDBC

dataset. It is available on UCI repository

[23].This dataset is used to determine

whether a cancer is benign or malignant. A

digitized image of an affine needle aspirate

(FNA) of a mass in breast is used to extract

features. It describes the properties of the

nuclei in the image. This dataset contains

569 total records, 212 of which are

malignant and 357 of which are benign. It

has characteristics such as an ID number, a

diagnosis, a radius, texture, a perimeter, an

area, smoothness, compactness, concavity,

concave points, symmetry, and fractal

dimension. There are a total of 13 features

left. The mean, standard error, and worst or

largest of these features are calculated for

every image.

3.2.Model Building

The efficacy of medical treatment and the

accuracy of the diagnosis are two factors

that have a significant impact on a patient's

chances of surviving cancer and avoiding a

second bout with the disease. Data is

randomly selected into training and testing

and split in the ratio of 80:20 respectively.

The effectiveness of the model was

evaluated with the help of test data after it

was trained with the help of training sets.

The various features values will determine

whether the person will be affected or not.

The first thing that needs to be done is to

collect the necessary data for pre-processing

in order to enhance the data's quality. This

can be done by using pre-processing Data is

preprocessing performed by selecting only

required attributes. Separate Diagnosis
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column from remaining attributes, and label

encoding is applied to categorical labels to

convert them into numerical form. Standard

scalar is applied that scales each feature to

convert unit variance. After data preparation

different machine models are used to train

data. Once model trained its performance is

evaluated on test data. In this different ML

algorithms are used along with the ensemble

classifier. The goal of ensemble learning is

to produce a single superior predictive

model by combining the results of multiple

learning algorithms. It does this by

combining several different kinds of

supervised learners in order to boost the

predictive ability of the model. Here we use

Random forest bagging technique and

Adaboost and XGBoost boosting techniques.

Following different Classification

Algorithms and three ensemble learning

techniques are applied on pre-processed

breast cancer dataset to decide whether it is

malignant or benign.

 Logistic Regression: It is an extension of

linear regression model and used for

classification problem. It provides the

probabilities for two possible outcomes. In

health care field this method is useful for

prediction of likelihood of disease or illness.

 KNN: It uses all training data to classify

new data point based on the similarity. To

assign label to new data point it calculate its

distance from different label point and

finally it find nearest neighbour.

 SVM: This classification technique not

required any prior distribution knowledge

for classification. It uses hyper plane to

classify data points

 Naïve Bayes: This techniques based on

Bayes theorem. It performs prediction based

on probability.

 Decision Tree: In this technique instances

are classified using features value. For

splitting it uses Gini Index, Information

Gain. Leaf node indicates the label.

 Random Forest: It is ensemble technique.

It creates multiple DT on different sample

data generates majority votes and perform

classification

 AdaBoost: Adaptive boosting is simple

technique that uses decision tree. Multiple

models are created; errors found in previous
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models are corrected in next model. It

assigns weights to incorrectly classified

instances and subsequent model predicts that

values correctly

 XGBoost: It stands for eXtreme Gradient

Boosting and based on DT algorithm and

reduce overfitting.

3.3 Implementation

All machine learning algorithm used in this

paper are implemented on Google Colab that

provide Jupyter Notebook environment

using Scikit learn library available in python.

Numpy, Pandas, Matplotlib libraries are also

used.

4. Results and Discussions

On the Wisconsin Breast Cancer dataset,

various models are used, and their

performance is measured using Accuracy

and AUC, precision, and recall. We

compared the performance of various

models by using AUC. We divided our

results into two sections: standard ML

algorithms and ensemble techniques.

Confusion matrix includes actual and

predicted labels as well as True Negative

(TN), False Negative (FN) True Positive

(TP) and False Positive (FP).Precision is

defined as the number of positive class

predictions that are actually positive class

predictions, as shown in equation 1. The

recall is the number of correct positive class

predictions made out of all correct positive

examples in the dataset and it is calculated

as shown in equation 2. The F1 Score is

derived from the weighted average of

Precision and Recall; it is calculated as

shown in equation 3.Accuracy is calculated

by using confusion matrix as shown in

equation 4; it tells how the tuple in training

and testing data are correctly classified.\



ISSN: 2057-5688

Volume XIV Issue III 2022 SEPTEMBER http://ijte.uk/ 260

Table 1 shows the performance of different

classifier on test dataset. It shows the

different classifier with their respective

hyper parameters. It includes precision,

recall, F1 score for each class and accuracy

of the model. It indicates that decision tree

classifier with highest accuracy 97% and NB

with lowest accuracy 90%. Fig.2. shows the

ROC curve for different ML classification

techniques applied on breast cancer dataset.

Logistic regression classifier has highest

AUC score 0.993 and Decision tree has

lowest AUC score 0.938.Similarly Table 2

shows performance of ensemble techniques:

RF, Adaboost, XGBoost on same dataset

and Fig.3. shows the ROC curve for the

same. XGBoost has achieved maximum

accuracy 97% and highest AUC 0.999.Table

3 and Fig .4. shows comparison with

previous approaches used for breast cancer

detection in terms of accuracy .Our

ensemble model accuracy is slightly less

than mentioned in [11] but Fig.5. shows the

comparison of ROC curves between [11]

and ours. Our XGBoost classifier achieved

97% accuracy and AUC-ROC 0.999.

Fig.2. AUC-ROC Curve for ML Algorithm

Fig.3. AUC-ROC Curve For Ensmeble

Techniques
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Fig.4. Accuracy comparison

Fig.5. AUC-ROC Curve compariosn with

previous approach

5. Conclusion

The passage highlights the significance

of breast cancer research and the crucial

role of technology, particularly machine

learning (ML) algorithms, in reducing

the mortality rate associated with breast

cancer. Despite numerous classification

methods developed for breast cancer

data analysis, challenges remain,

particularly in terms of accuracy. To

address this, the study proposes a

classification model using six ML

techniques: Decision Tree (DT), K-

Nearest Neighbors (KNN), Support

Vector Machine (SVM), Random Forest

(RF), Naive Bayes (NB), and Logistic

Regression (LR), as well as ensemble

techniques. The study focuses on the

Wisconsin Diagnostic Breast Cancer

(WDBC) dataset and evaluates these

techniques. Among the standard ML

algorithms, the Decision Tree classifier

using the Gini index criterion achieved

the highest accuracy at 97%, and the LR

classifier attained the highest Area

Under the Curve (AUC) value of 0.996.

For ensemble techniques, XGBoost

achieved the highest accuracy of 97%

with an AUC of 0.99. The proposed

system holds promise for aiding cancer

specialists in cancer recognition.

Additionally, the study identifies a future
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research direction: performing

hyperparameter tuning to further

enhance the model's performance. This

work emphasizes the ongoing efforts to

harness machine learning for accurate

and effective breast cancer classification,

reflecting the continuous advancements

in this critical area of research.
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