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Abstract: Utilizing AI as well as the Internet of Things (IoT) in the field of smart healthcare

has huge potential. Automating categorization or detection systems has been revolutionized

with the introduction of AI as a result of Deep Learning. In addition, 5G networks, which are

the next generation of wireless communications, have increased data transfer speed and

reliability. The smart healthcare industry is now expanding due to the combination of all of

these factors. As a result of the COVID-19 epidemic and its aftermath, the need for smart

healthcare became more apparent than ever before. Voice pathology affects a substantial

number of people across the globe. If diagnosed early, this disease may be readily treated.

Voice pathology detection is suggested in a smart healthcare framework in this research.

Voice and EGG signals are captured via IoTs, especially a microphone and an

electroglottography device. Pretrained convolutional neural networks are Mel spectrograms

generated from these signals. A bidirectional memory network integrates and process the

features gathered from CNN. This is because the Saarbrucken speech database can be utilized

to evaluate the technology proposed. Bimodal inputs perform better than one input in studies.

The suggested approach achieves a precision of 95.65 percent.

Keywords: Convolutional neural network, smart healthcare, deep learning, LSTM, voice

pathology detection.

I. Introduction

Many people nowadays have voice disorders due to overusing their vocal cords. Teachers,

students, artists, lawyers, and the like are among those who often encounter these issues [1].

People's voices contain an enormous amount of information, and as a consequence, they

might express much too much about their well-being. Automated speech pathology diagnosis

and speaker identification are only two examples of where this information might be used. As

a result, many academics are drawn to speech pathology to learn more about the many
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abnormalities of the voice. Vocal folds with abnormal development of bulk or tissue produce

a voice tone distinct from that of a typical person [2]. Vocal disorders may result from an

abnormal expansion of the vocal folds, vocal fold cyst, nodule, or sulci. The most frequent

symptoms of speech pathology include the sound of your voice becoming scratchy,

hoarseness excessive loudness, difficulty speaking effectively. Analytical or empirical

approaches may be used to explore issues with speech or voice. Dysphonia, which is used to

describe voice abnormalities that hinder a person from creating a sound utilizing the vocal

organs, maybe a medical word for voice disorders. The endoscopic examination of the vocal

folds as well as perceptual since auditory evaluation techniques as auditory evaluation

methods are crucial for the treatment of dysphonia, as auditory evaluation methods are

essential to the treatment of. This is why the Consensus Audio-Perceptual Evaluation Vocal

together with other scales such as the GRBAS (grade roughness, breathiness asthenia strain)

scales use ratings scales for measuring speech (including roughness of frequency the quality

of breathiness and exhaustion, and stress) But, the CAPE-V is a measure of the degree of

dysphonia in the form of an average and also the severity of breathiness, roughness and

strain. But, as these techniques of evaluation are commonly used in clinical practice there are

many aspects to be considered in this test's analytical nature. There are many factors to take

into consideration in determining treatment limitations, such as the experience of the clinician

of the patient's dysphonia the form that the auditory perception rating system and the speech

stimulation task the patient is performing. Following the failure of auditory evaluation,

clinicians and researchers developed a more quantitative speech recognition metric to assess

the amount of dysphonia in patients [5]. Acoustic examinations generate numerical values for

severity of the disease as well as a treatment strategy, which are then released to other

participants in the process of diagnosis and treatment. Assessments of the voice of patients

typically rely on recorded vowel sustained recordings instead of continuous samples of

speech. But even though it has been proven that continuous vowels are the most efficient

method of getting an audio sample that captures various rhythms of expression, it is not

representative of the way people speak [17]. Similar to how the assessment of vocal

consistency demands considering the timing of the start of a break, the end of a breath, and

the breaks in a voice and vocal features, vocal changes regarding these three events cannot be

fully conveyed by continuous vowel sounds like vowels. Thirdly, dysphonia signals are more
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evident when a person's voice is growing in conversation as opposed to sustained vowels and

dysphonic people's gestures are more frequently expressed in a way that is different from

those of non-dysphonic voices. If compared with the normal voice, the spasmodic dysphonia

of the adductor is distinct by the amount of time that sounds are produced as compared with

the normal voice. Acoustic correlates of an individual's voice have been developed because

of the influence of the supra-segmental and phonetic structure of speech. It is not captured by

the continuous vowel.

A specific set of skills is required to diagnose and treat voice difficulties properly. These

skills include the ability to recognize certain abnormalities. An automated vocal pathology

detection (VPD) system may assist clinicians in their work. The VPD technology works only

to sustain vowels, meaning that the speech stream stays still for 6 to 9 seconds. However,

residents should refrain from speaking for extended periods in everyday talks and instead

employ continuous expressiveness. A realistic VPD system must be conceptually capable of

detecting pathology in successive sentences, which would imply that a practical VPD system

would be capable of identifying pathology in continuous words that detect pathology in

continuous phrases. According to these sources the method of voice recognition employed by

VPD utilizes continuous speech, but it's not perfect.

Most of the time there are two primary reasons. The main reason is that we've not been able

to obtain sufficient features for voice impairment. Therefore, the majority of the functions are

supplied by speech processing or speaker recognition. There are a variety of types of voice

problems that are divided into different categories. It is challenging to obtain details from

vocal sounds and is reliable, efficient user-friendly and flexible characteristics that are

capable of discrimination. Voice disorders are defined as issues with the volume, quality or

pitch of the vocal sound that is generated by the larynx10. The causes of voice problems can

result from a variety of causes that include mental health issues or trauma-related events or

physical ailments, as well as illnesses, among others. Most of the time these speech issues

aren't life-threatening and are relatively easy to correct. The most prevalent kinds of speech

disorders are vocal abuse that occurs often. It is possible to look for long-lasting vocal signs,

like polyps, nodules and cysts as well as an edoema (swelling) on the vocal folds in the event

of a trauma to our vocals. The difficulty in speaking could be the result of a variety of
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conditions such as Parkinson's disease, endocrinological (hormonal) issues, and surgical

procedures like surgery to remove thyroid glands or heart bypass. Based on the above review,

we can think it's essential to examine the vocal condition at the time it develops. Numerous

other VPD solutions have been mentioned in literature to now. Integration of VPD devices

with intelligent healthcare is an emerging trend [12].

AI machine learning (ML) deep learning cloud computing, edge computing, as well as new-

generation wireless communications are developing to enhance the delivery of health services

in a smart way. There are many types of detection systems for pathology are integrated into

the smart health framework [13]. These frameworks for smart health are becoming

increasingly well-known because they improve the quality of our lives by allowing us to relax

and feel at convenience. One can be diagnosed with a condition in their home, receive

guidance from various physicians from all over the world and get rid of the pressure of

obtaining an appointment at the hospital via the internet. The integration with technologies

like Internet of Things (IoT) cloud computing, edge computing, as well as the 5G network

allows for intelligent healthcare that is more accurate and less latency. The accuracy of

healthcare systems has also improved due to advanced MI algorithms, like deep learning. In

this research, we present the development of a speech pathology detection system within the

context of a smart healthcare system that is smart. It makes use of two communication

methods that include Speech signal, and the electroglottograph (EGG) signal. The

convolutional neural model utilized to discover features in both of these modalities which is

the way we build the system. By using the long-short-term memory model features are mixed.

The tests [16] use the Saarbrucken voice database, which the University of Saarbrucken

developed.

II. Related Survey

There are several study papers on identifying voice pathology in the literature. We'll go

through a few of them in more detail below. In the context of testing and voice evaluation,

the measurement of voice quality is critical. Professional voice therapists working in facilities

that have modern aerodynamic, acoustic, as well as vocal fold image equipment could utilize

the auditory perceptual assessment method. Additionally, it is the case that APA (American

Psychological Association) gives a baseline of information about what degree of dysphonia
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that can be used to evaluate the progression of the patient's condition over time. APA

(American Psychological Association) It is possible that, at the very least partially the cost-

effectiveness as well as the short time commitment and comfort for patients of assessment of

auditory perception of voice problems are a major factor in their effectiveness for treating

vocal dysfunction. In addition, it evaluates how well speech sounds as well as the vocal

strength by analysing certain auditory elements which can be discerned in the audio. There

are many issues with regard to impartiality: The judges constantly disagree with each other,

(ii) there are no quantitative measures or measurements, and (iii) there isn't a universal scale

for measuring perceptual perception. The reasons are as follows They believe that scales by

the senses can be a factor in the occurrence of errors and variations. Scales employed in

clinical and research settings aren't always the most appropriate method for evaluating the

voice quality characteristics.

On the other hand, the laryngoscopy review should not be utilized simply as a diagnostic tool

in the evaluation of people who have laryngopharyngeal symptoms, given the poor Positive

and negative predictive values for auditory and visual tests when coupled with the

laryngoscopy examination. Numerous studies have demonstrated that there are only minor

connections between tests that are instrumental (i.e., machines' measures of the quality of

speech) as well as perceptual judgements of the quality of the voice (i.e., the perception of a

listener's the quality of voice). Judges make use of a variety vocal stimuli, such as long

vowels as well as flowing speech, when evaluating voice content. Some believe that flowing

address is truer and more lifelike than continuous vowels [19]. Assessing for the presence of

psychotic speech requires external rating systems with preset characteristics. According to

Hammarberg [22], a frequent scale employed by Hirano Cummings are the GRBAS. The

Committee for Testing of Phonatory Functions from the Japan Society of Logopedics and

Phoniatrics created and approved the Phonetic Scales and Vocabulary Sets in 1969. GRBAS

is the acronym as Grade in Dysphonia Roughness, Breathiness, Asthenia, and Strain. Based

on the assessment of parameters the results are: zero minor differences 1 moderate difference

and 3 significant variations. Numerous risk factors can result in laryngeal disorders which can

lead to the loss of voice over time (harmful chemicals, a lack of hygiene requirements in

work that have high pressure on the voice and stress, etc.). Alterations to the larynx, such as

preventing the vocal folds from vibrating properly, are possible on various levels. Tumors



ISSN: 2057-5688

Volume XIV, Issue III, 2022 June http://ijte.uk/ 65

and some speech disorders, including laryngeal paralysis (semi- or complete), blame these

improvements. The dysphonic voice or speaking will become hoarse as a result. One or more

of the following may lead to a change in the voice: Adding noise or wind to the original voice;

expansion of the vocal spectrum (or an increase in the volume of low-frequency sound); etc.

are examples of verbal changes. Depending on the voice issue, any or all of these signs

(symptoms) may be present. Diagnostic assistance systems based on acoustic voice analysis

are being developed at numerous testing sites across the globe [23].

Hadjitodirov et al. [24] examined the diagnosis of laryngeal disease using sophisticated

neural representations. Laryngeal illness diagnosis is projected to improve thanks

significantly to their novel method, eliminating the most prevalent error in identifying

patients with laryngeal diseases as ordinary speakers. Their so-called probability distribution

map approach is built on the input vectors' probability density functions for normal and

pathological data. The PDF of the unclear normal or abnormal issues was modelled using a

template PDM. However, instead of only looking at the distance between two points, a

method based on unique comparisons was used. Researchers in their research have developed

a technique for screening laryngeal diseases. Nonlinear speech analysis approaches have been

devised and substantially evaluated. In order to gather voice parameters for speech analysis,

there has been consensus on how to do so. With the use of this approach, this research

demonstrates that it is possible to restore the initial formant AM (amplitude modulation)

modulation properties that were present before and after therapeutic voice therapy. According

to the researchers, the extracted function may be associated with both normal and abnormal

patterns of vocal fold vibratory activity in the voice box.

Various nonlinear approaches were utilized to identify and classify automated vocal

pathology identification and classification. This approach does not adequately describe

machine nonlinearities since it does not operate with nonlinearities. It was shown that T

parameters had a significant impact on the estimate of function regularity. Another approach

used to estimate T is to utilize the baseline T was calculated from the embedding window and

has a value of 1, which is used in a variety of approaches that apply the auto mutual

information criterion, as well as in the usage of the embedding window. Nonlinear dynamic

regression has been utilized in several investigations to investigate conventional evidence in
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healthy and dysphonic pediatric groups. Using perturbation approaches, jitter analysis may

also identify symphonic populations, such as babies. A network-based transformation was

used to demonstrate an alternative technique for pseudo periodic signals. New methods for

pathological assessment were proposed to help identify moderate and pathological subjects.

In [25], dynamic networks were referred to as novel notions in a new approach for removing

features. Visually differentiating between healthy persons and those suffering from the

disease is easier using this method.

A variety of binary rates and compressed MP3 voice samples were employed in a paper [26].

Gaussian Mixture Model and Support Vector Machine are used as classification tools in this

research. There is a significant relationship between MFCCs and the accuracy of

classification according to Wang and co. [27]. Other methods could help in improving the

process of classifying. Researchers studied two different voice classification systems in this

study including the Gaussian Mixture Model classifier and the Super Vector Machine. A

whopping 96.1 percent of sustained vowel phonation was shown to be feasible. In their study,

Jang et al. tested 99 individuals with vocal fold polyps, cysts, and nodules on various pitch

detection algorithms (PDAs). The researchers then concluded that PDAs were sufficient.

Pitch errors were shown to be more frequent when the vocal topic was more chaotic and

aperiodic. Researchers Gomez-Velda et al. used biomechanical data as features in another

investigation. This characteristic was derived from a vocal sound sample and may be used to

estimate the displacement of the vocal folds without the need for invasive methods. The study

included 52 patients who had polyps, nodules, recurrent laryngitis, and Reinke's edoema due

to surgery for vocal fold polyps.

III. Methods and Materials

Database used

More than 2000 people and 71 distinct voice disorders may be found in the SVD database

[16], which is commonly used in speech pathology research, is a good example. During the

system's training, testing, and verification, the system was fed with persistent /a/ speech

signals and EGG signals. There were 842 groups in each training sample, 791 problematic

groups (corresponding to 60% of the entire sample), and 281 healthy groups (equivalent to

20% of the total sample) in each verification sample, for a total of 842 groups per verification
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sample. The experiments made use of a variety of speakers ranging in age from 15 to sixty-

five years old.

Proposed model

In this article it is presented that a VPD system is discussed in the framework of a smart

health framework. Smart healthcare architectures include the Internet of Things, deep

learning edge computing, cloud computing, as well as 5G connectivity. In figure 2 an

intelligent healthcare system that detects speech pathology is a prime illustration of this type

of technology. Within this framework Internet of Things devices like microphones or EGG

devices are utilized to collect the signals of an individual. When it comes to obtaining

spectrums, these signals are then sent to edge computing for processing prior to being

processed. The spectrums are then uploaded to the cloud where they are kept and processed

by AI/ML/deep learning servers. The final decision is then made available to all stakeholders

as well as the user by using 5G technology.

VPD System

EGG and speech signals are used in figure 1 to demonstrate the proposed VPD system. The

fusion follows separate processing of the signs in a subsequent step. Voice signals are

captured by a microphone and EGG signals by an EGG device. Short-time framing (30-

millisecond frames with ten-millisecond overlap), hammer windowing, and the short-time

Fourier transforms are used to build spectrograms of the data, after they have been trimmed

to remove bias. Additionally, we make use of Mel-spectrograms that are created by applying

Mel band-pass filters that are scale-spaced on the data used for investigation (36 Mel

filters). The high-order harmonic distortion of the spectrogram is decreased because of the

processing of the voice samples prior being converted to STFT. Amount of feature mapping

data decreased when the sampling rate is decreased by 16kHz. This means that since there's

less data handle, the training process can be completed faster. The emphasis is pre-set on the

frame to increase the high-frequency clarity of the speech.
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Figure 1: The VPD system to improve from a smart healthcare framework

The spectrograms are put into a CNN model that has already been trained. In our research, we

use the ResNet50, Xception, and MobileNet networks. Given the limited amount of data we

have to deal with, pre-trained models are the most efficient method of getting the system up

and running. Table 1 presents a high-level summary of the three CNN models under

consideration. As a result, MobileNet is less complicated to use for real-time applications

than ResNet50 and ResNet50, allowing it to be implemented more quickly.

Nevertheless, a CNN with a high number of parameters may be employed for quick

processing because of the continual progress in processing speed. The input size of ResNet50

and MobileNet is 224224, whereas the input size of the Xception is 299299. The

spectrograms and Mel-spectrograms are scaled following the input size. A typical person's

voice and EGG signals are shown in the top row of Fig. 5, together with accompanying

spectrograms and Melspectrograms. The LSTM model is made up of LSTM units [40]. The

LSTM unit has three gates: input, forget, and output. LSTM gates allow the transmission of

both real-time and hidden history data about a given point in time. For the purpose of

calculating the significance of the gates, three completely linked layers that utilise the
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sigmoid function to calculate the values of the input, forget, and output gates are used. In

order to build an LSTM layer, LSTM units are stacked one on top of the other on top of one

another. It is possible to mix these LSTM layers to produce either bidirectional or

unidirectional LSTM networks. The forward and backward time directions of two layers of a

bidirectional LSTM are related in both directions, and the layers operate in both directions

(BiLSTM). It is feasible to learn time-dependent correlations via the use of successive layers

in this manner. Each BiLSTM layer contains a total of 256 stacked LSTM units, which is the

maximum number possible. SoftMax is utilized as the BiLSTM layer to determine embedded

patterns. This is the place where SoftMax plays a role. First it is used to train the CNN model

to identify the features, and then freeze it to preserve the features that were discovered. These

features are then fed to the BiLSTM model to aid in the extraction of temporal features as

explained previously. If a dropout that is 50 percent is applied prior to the fully linked layer is

completed it is considered to be functional. This loss function rests upon the measure of

cross-entropy

Table 1: general information of (Xception, ResNet50, MobileNet) CNN models

CNN model Xception ResNet50 MobileNet

Input size 299 299 224 224 224 224

Parameters 22,9 Million 25,6 Million 4,2 Million

Size (MB) 88 96 16

Depth 126 — 88

Layers number 71 50 28

IV. Experimental Evaluation

A large number of experiments were conducted in order to verify the concept of VPD

system. The method was evaluated against other similar methods that were found in scientific

research. To evaluate the efficacy of the different strategies under review the four

performance criteria of precision, accuracy, recall and F1-score were utilized. The term
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"precision" refers to the percentage of all samples that are included in the set that could be

accurately predicted to be taken into the collection. It is an measure which measures the

effectiveness of a model by reliably recognizing negative data. The precision rate is measured

as percentage of negative data identified. It's the proportion of test results that were expected

to be positive. This is also known as recall. A higher rate of recall indicates that this model

has been proven to be more reliable in identifying positive samples, which is crucial in

conducting a study. A higher F1 score suggests that the individual has more ability to classify

information.

Figure 2: Digital Audio Forensics: Microphone and Environment Classification Using Deep

Learning

An Adam optimizer was used to optimize the model's parameter values. Training epochs

were completed 200 times at a learning rate of 10-4. The batch size was 32, and the learning

rate was 10-4; these were the experiment's parameters. Using an Adam optimizer, we can

achieve a learning rate of 10-4 while maintaining batch sizes of 32 and 100 training epochs,

respectively, in our optimization strategy.

Table 2: performance metrics of different models, including proposed model

Modality Accuracy Precision Recall F1- score
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Voice 93.94 95.08 94.87 94.93

EEG 93.71 94.86 94.77 94.25

Fusion (proposed) 95.65 95.56 95.78 95.64

In the table, results of the four-performance metrics obtained through the implementation of

this recommended method are as following the single-modality (voice) and single-modality

as well as bi-modality systems were evaluated on their performance within this study (the

system that was proposed). It is evident from this table that the system proposed

outperformed single modality by a significant margin. This results in an enhancement in the

overall performance of a VPD system as a consequence of the combination of speech and

EGG signals. The Xception model was used in order to get the arrangement shown in Table 2.

Figure 3: Performance comparison of different models

Three distinct pre-trained CNN models were examined for their performance in the proposed

system. The system's accuracy while utilizing various CNN models is seen in Fig. 9. The

chart shows that Xception outperformed the other two groups in overall performance. Despite

the fact that MobileNet had considerably less parameters than the other two, it did not

perform as badly as the other two.
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We compared the suggested system to other relevant designs utilizing the same database as

the proposed system. It should be mentioned that the integration of speech and EGG signals

is an uncommon the frequency of occurrences in the scientific literature. Table 3 presents a

comparison of the efficiency of various methods. The results show in this table that the

proposed method was superior to all the other systems tested. There are a variety of other

artificial intelligence systems and IoT-based smart healthcare systems [11however research

on the application for speech pathology recognition in healthcare technology is confined.

Because voice pathology significantly impacts instructors, a smart classroom setting may

include the VPD system to ensure long-term teaching success [12].

V. Conclusion and future Enhancement

This research offered a pathological speech identification approach that relied on a bimodal

input to function properly. The procedure accepts as inputs the speech signal, as well as the

EGG signal with the proposed VPD system, calls are transformed into spectrograms, which

are then input into a CNN model for further analysis. The next phase is integrating the

features gathered from the two modalities and incorporating them into the BiLSTM model as

a whole. The experimental data demonstrated that the proposed strategy attained accuracy,

precision, and recall rates more than 95 percent in each of the three categories tested in the

experiments. Furthermore, the system outperformed other systems of a similar kind. It has

been proven that the accuracy of bimodal inputs outperformed that of single inputs. By

experimenting with the VPD system, we will investigate the impact of signal transmission

through a network in the future.
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