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ABSTACT:

Automatic Leukemia or blood cancer detection is a challenging job and is very much

required in healthcare centers. It has a significant role in early diagnosis and treatment

planning. Leukemia is a hematological disorder that starts from the bone marrow and

affects white blood cells (WBCs). Microscopic analysis of WBCs is a preferred

approach for an early detection of Leukemia since it is cost-effective and less painful.

Very few literature reviews have been done to demonstrate a comprehensive analysis

of deep and machine learning-based Acute Lymphoblastic Leukemia (ALL) detection.

This article presents a systematic review of the recent advancements in this

knowledge domain. Here, various artificial intelligence-based ALL detection

approaches are analyzed in a systematic manner with merits and demits. The review

of these schemes is conducted in a structured manner. For this purpose, segmentation

schemes are broadly categorized into signal and image processing-based techniques,

conventional machine learning-based techniques, and deep learning-based techniques.

Conventional machine learning-based ALL classification approaches are categorized

into supervised and unsupervised machine learning is presented. In addition, deep

learning-based classification methods are categorized into Convolutional Neural

Network (CNN), Recurrent Neural Network (RNN), and the Autoencoder. Then,

CNN-based classification schemes are further categorized into conventional CNN,

transfer learning, and other advancements in CNN. A brief discussion of these

schemes and their importance in ALL classification are also presented. Moreover, a

critical analysis is performed to present a clear idea about the recent research in this
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field. Finally, various challenging issues and future scopes are discussed that may

assist readers in formulating new research problems in this domain.

INDEX TERMS Acute Lymphoblastic Leukemia, blood cancer, classification, deep

learning, machine learning, segmentation.

I. INTRODUCTION

Leukemia is a blood cancer that affects white blood cell (WBC) replication in the

bone marrow. It causes an increase in the number of abnormal WBCs, which leads to

a decrease in immunity [1]–[8]. WBC is an important component of blood like other

two crucial components: Erythrocyte (Red Blood Cell) and platelet [1], [7], [9]–[11].

WBC contains a nucleus and cytoplasm, as presented in Fig.1. Leukemia is classified

mainly into two types: acute and chronic [1], [2], [4], [6], [8], [10]–[12]. Acute

Leukemia develops very quickly and gets to the worse stage, whereas chronic

Leukemia takes comparably more time to worsen. According to the French-

American-British (FAB) classification model, Acute Leukemia is further categorized

as ALL and Acute Myeloid Leukemia (AML) [8], [10]–[12]. Similarly, chronic

Leukemia is of two subtypes: Chronic Lymphocytic Leukemia (CLL) and Chronic

Myeloid Leukemia (CML) [11]. Hence, Leukemia is of four types: ALL, AML, CLL,

and CML.

FIGURE 1. Structure of WBC.

2. Methodology

The block diagram below shown the proposed classification method for acute

leukemia images which consist of several image processing techniques such as image

enhancement, color thresholding, feature extraction and classification.
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Image Processing: The effectiveness of the image enhancement process will make it

easier for image segmentation, features extraction and classification of the blood

sample slide images to identify leukemia. Thus, local contrast stretching has been

implemented on B and T types of ALL images. By implementing this algorithm, each

red, green and blue color space will be distributed linearly over the whole histogram

so that the dynamic range of the histogram is fulfilled (0 – 255)[6][7]. After that,

automatic color thresholding based on HSI (Hue, Saturation, Intensity) color space

has been applied. In order to segment white blood cell (WBC) from the background

and red blood cell (RBC), Hue component has been extracted from HSI color space.

Based on the previous study, Hue component can provided a fully information about

WBC while saturation component contains information about nucleus only [8]. The

threshold value is set to 0.5. Any region which has greater than 0.5 will be considered

as the WBC and the rest will be eliminated from the images

Feature Extraction: Feature extraction is used to measure the properties of WBC. A

number of approaches have been developed for feature extraction in acute leukemia

identification system, such as the geometrical features [10][11], texture features

[12][13], and the combination of geometrical ,texture and color features[14][15][16].

Before that, all of the WBC should be crop manually in order to extract features

efficiently. There are some shape and geometrical based features that have been

extracted such as area, perimeter, convex area, eccentricity, solidity, circularity and

Affine Moment Invariant. For texture-based features such as contrast, correlation,

energy and entropy have been extracted from segmented WBC images. Finally, color-

based features are also extracted such as standard deviation and mean of RGB (Red,

Green,Blue) color space. In total, there are 25 features have been extracted from the

segmented WBC of both types of ALL which were then fed up as the neural network

inputs for the classification. Beforehand, the features must be normalized between 0

to 1 in order to achieve high performance of classification. Noted that these features

have been implemented on whole images in this study and the choice of the features

has been driven by suggestions of the experts in HUSM and validate by them.
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3. Results&Discussions

In this section, the classification performance based on overall features will be

elaborated here. For this purpose, a total of 25 input features have been fed into the

MLP network. There are two different analyses that have been conducted which are

analysis of finding the best number of states and the best number of hidden nodes. All

of this can be obtained when the MLP network achieved the highest testing result.

The states refer to the initial values assigned to the function when a random number

of generator is called. Different initial random values will produce different results.

Hence, the testing has been done in five states to choose the best structure for MLP

network. . In order to avoid the problem of over-fitting, it is necessary to determine

the best number of hidden nodes. Table 2 and Figure 6 show the analysis of number

of hidden nodes for classification between B and T using MLP(LM) network.Based

on Table 2, the best classification performance is obtained at state 5 and number of

hidden nodes of 4 with testing accuracy of 96.99%.The results also show that the

testing accuracy better than 90% has been archieved for other state.

Table 1. Input data division for classification method

Figure 2. Zooms of Segmented images of acute lymphoblastic leukemia (ALL).
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FIGURE 3. Graphical representation of deep learning-based classification

performance

4 CONCLUSION

This article presents a brief analysis of recent advancements in deep and machine

learning-based detection and classification of ALL. We have analyzed various

existing methods of segmentation, feature extraction, and classification, which are

employed to detect ALL efficiently. From this review, we also observed that among

classical machine learning schemes, unsupervised schemes are preferred for

segmentation tasks, whereas supervised schemes are preferred for classification tasks.

However, Deep learning, particularly transfer learning, has emerged as a preferred

approach for automatic and more robust detection and classification of ALL since it

yields excellent performance even in small datasets. From this study, we have also

observed that the MobileNetV2- ResNet18 architecture yields the best ALL detection

performance in ALLIDB1 dataset due to the combined benefits of both schemes. In

the ALLIDB2 dataset, MobileNetV2-SVM depicts admirable classification

performance by integrating the pros of both approaches. Furthermore, we have

discussed the challenging issues and future scope in this research field. We hope this

article will help researchers to analyze recent advancements in ALL detection and will

inspire researchers to do further research.
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