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Abstract: The diabetes is one of lethal diseases in the world. It is additional a inventor of
various varieties of disorders foe example: coronary failure, blindness, urinary organ diseases
etc. In such case the patient is required to visit a diagnostic center, to get their reports after
consultation. Due to every time they have to invest their time and currency. But with the
growth of Machine Learning methods we have got the flexibility to search out an answer to
the current issue, we have got advanced system mistreatment information processing that has
the ability to forecast whether the patient has polygenic illness or not. Furthermore,
forecasting the sickness initially ends up in providing the patients before it begins vital.
Information withdrawal has the flexibility to remove unseen data from a large quantity of
diabetes associated information. The aim of this analysis is to develop a system which might
predict the diabetic of a patient with a better accuracy. Model development is based on
categorization methods as logistic Regression, Support Vector Classifier, Naive Bayes,
Decision tree, And Random Forest. Outcomes show a significant accuracy of the methods.
Based on Model accuracy we can select best (Random Forest) ML algorithm and develop that
to Prediction Diabetes of user based on 7 input values those are pregnancies, glucose, blood
pressure, skin thickness, insulin, bmi, dpf and age.

I.INTRODUCTION

Healthcare sectors have large volume
databases. Such databases may contain
structured, semi-structured or unstructured
data. Big data analytics is the process which
analyses huge data sets and reveals hidden
information, hidden patterns to discover
knowledge from the given data. Considering
the current scenario, in developing countries
like India, Diabetic Mellitus (DM) has
become a very severe disease. Diabetic
Mellitus (DM) is classified as Non-
Communicable Disease (NCB) and many
people are suffering from it. Around 425
million people suffer from diabetes
according to 2017 statistics. Approximately
2-5 million patients every year lose their
lives due to diabetes. It is said that by 2045
this will rise to 629 million. Diabetes
Mellitus (DM) is classified asType-1 known
as Insulin-Dependent Diabetes Mellitus

(IDDM). Inability of human’s body to
generate sufficient insulin is the reason
behind this type of DM and hence it is

required to inject insulin to a patient. Type-2
also known as Non-Insulin-Dependent
Diabetes Mellitus (NIDDM). This type of
Diabetes is seen when body cells are not
able to use insulin properly.Type-3
Gestational Diabetes, increase in blood
sugar level in pregnant woman where
diabetes is not detected earlier results in this
type of diabetes. DM has long term
complications associated with it. Also, there
are high risks of various health problems for
a diabetic person. A technique called,
Predictive Analysis, incorporates a variety
of machine learning algorithms, data mining
techniques and statistical methods that uses
current and past data to find knowledge and
predict future events. By applying predictive
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analysis on healthcare data, significant
decisions can be taken and predictions can
be made. Predictive analytics can be done
using machine learning and regression
technique. Predictive analytics aims at
diagnosing the disease with best possible
accuracy, enhancing patient care, optimizing
resources along with improving clinical
outcomes. Machine learning is considered to
be one of the most important artificial
intelligence features supports development
of computer systems having the ability to
acquire knowledge from past experiences
with no need of programming for every case.
Machine learning is considered to be a dire
need of today’s situation in order to
eliminate human efforts by supporting
automation with minimum flaws. Existing
method for diabetes detection is uses lab
tests such as fasting blood glucose and oral
glucose tolerance. However, this method is
time consuming. This paper focuses on
building predictive model using machine
learning algorithms and data mining
techniques for diabetes prediction.

II. LITERATURE SURVEY

Predictive Analysis of Diabetic Patient
Data Using Machine Learning and
HadoopAuthors :Gauri D. Kalyankar,
Shivananda, R. Poojara and Nagaraj , V.
Dharwadkar Abstract: Now days from
health care industries large volume of data
is generating. It is necessary to collect, store
and process this data to discover knowledge
from it and utilize it to take significant
decisions. Diabetic Mellitus (DM) is from
the Non Communicable Diseases (NCD),
and lots of people are suffering from it.
Now days, for developing countries such as
India, DM has become a big health issue.
The DM is one of the critical diseases which
has long term complications associated with
it and also follows with various health
problems. With the help of technology, it is
necessary to build a system that store and

analyze the diabetic data and predict
possible risks accordingly. Predictive
analysis is a method that integrates various
data mining techniques, machine learning
algorithms and statistics that use current and
past data sets to gain insight and predict
future risks. In this work machine learning
algorithm in Hadoop MapReduce
environment are implemented for Pima
Indian diabetes data set to find out missing
values in it and to discover patterns from it.
This work will be able to predict types of
diabetes are widespread, related future risks
and according to the risk level of patient the
type of treatment can be provided.

Fig-1: System Architecture

III.IMPLEMENTATION
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Modules Description
Data Pre-processing: In this module, when
some data is missing in the data, It can be
removing those and arrange data properly.
Data Modeling: In this module, creat
training and testing date set and implement
categorization methods as logistic
Regression, Support Vector Classifier,
Naive Bayes, and Decision tree.
Model Evaluation: Model evaluation is the
process of using different evaluation metrics
to evaluate a machine learning model's
performance. Based on Model accuracy, we
can choose one of the one best algorithms.
Model implementation:In this module,
Based on Model accuracy we can select best
(Random Forest) ML algorithm and develop
that to Prediction Diabetes of user based on
7 input values those are pregnancies,
glucose, blood pressure, skin thickness,
insulin, bmi, dpf and age.
Algorithm
Random Forest is a popular machine
learning algorithm that belongs to the
supervised learning technique. It can be
used for both Classification and Regression
problems in ML. It is based on the concept
of ensemble learning, which is a process of
combining multiple classifiers to solve a
complex problem and to improve the
performance of the model. As the name
suggests, "Random Forest is a classifier that
contains a number of decision trees on
various subsets of the given dataset and
takes the average to improve the predictive
accuracy of that dataset." Instead of relying
on one decision tree, the random forest takes
the prediction from each tree and based on
the majority votes of predictions, and it
predicts the final output.

IV. RESULT

Fig-6.3: After entering values click on
‘predict’.

Fig-6.4 After clicking ‘predict’ it will show
weather the patient have diabetes or not.

V.CONCLUSION

Data collection is carried out using
numerous sources that are primary factors
responsible for any sort of heart disease and
thereby using a structure the database is
constructed. This project focuses on
establishing Heart Disease Prediction that
takes into consideration the approach of NB
(Naive Bayesian) classification algorithm
for resolving the issue of heart disease
prediction.
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