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ABSTRACT: Artificial Intelligence (AI) has recently advanced the state-of-art results in an

ever-growing number of domains. We address the challenges of e-government systems and

propose a framework that utilizes them. Specifically, we first outline a framework for the

management of e-government information resources. Second, we develop a set of deep

learning models that aim to automate several e-government services. Third, we propose a

smart e-government platform architecture that supports the development and implementation

of AI applications for e-government.
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I. INTRODUCTION

It can make it easier for citizens to access

services. Citizens can simply log in to a

website or mobile app and complete their

transactions without having to visit a

government office. This is especially

beneficial for citizens who live in remote

areas or who have disabilities that make it

difficult to travel.AI can process

transactions much faster than humans, and

it can also identify and correct errors. This

can help to reduce the time it takes for

citizens to receive the services they need.

his can help to improve the quality of

services and increase citizen satisfaction.

The scope of the project automating e-govt

services in AI is to use artificial

intelligence (AI) to automate a wide range

of e-government services. This includes

services such as: Citizen registration, Tax

collection, Social welfare, Education and

Healthcare.

The purpose of the project is to improve

the efficiency, accuracy, accessibility, and

transparency of e-government services. AI

has the potential to automate many of the
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manual tasks that are currently required to

provide e - government services. This can

lead to increased efficiency and reduced

costs. AI can also be used to improve the

accuracy of e-government services. For

example, AI can be used to identify

fraudulent documents or to detect errors in

data entry. AI can also be used to make e-

government services more accessible to

people with disabilities or who live in

remote areas.

II. LITERATURE SURVEY

The authors found that the most common

AI techniques used in egovernment are

machine learning, natural language

processing, and image processing. The

most common e-government applications

that have been automated using AI are

citizen services, business services, and

government operations. The challenges of

using AI in e-government include the lack

of data, the need for specialized skills, and

the cost of implementation. The

opportunities of using AI in e-government

include improved efficiency, accuracy, and

transparency.

This paper discusses the potential impact

of AI on e-government. The authors argue

that AI has the potential to revolutionize e-

government by making it more efficient,

effective, and accessible. They identify

three key areas where AI is likely to have a

major impact on e-government: citizen

services, business services, and

government operations. In the area of

citizen services, AI can be used to

automate tasks such as processing tax

returns, applying for benefits, and

renewing licenses. This can save citizens

time and money, and it can also make it

easier for citizens to access government

services. In the area of business services,

AI can be used to automate tasks such as

processing payments, managing contracts,

and providing customer support. This can

save businesses time and money, and it can

also improve the quality of customer

service. In the area of government

operations, AI can be used to automate

tasks such as managing budgets, tracking

compliance, and detecting fraud. This can

save governments time and money, and it

can also improve the efficiency and

effectiveness of government operations.

The authors conclude that AI has the

potential to make a major impact on e-

government. They argue that governments

should start planning for the future of e-

government now, and they should consider

how AI can be used to improve the

delivery of government services.
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The study uses the systematic literature

review methodology prescribed for

software science. Of over 500 resulting

articles, the final relevant number of

articles is 29. The results include a large

cross-section of disciplinary approaches.

One surprise result is that even technical

articles considered the ramifications of the

use of AI in government services on

underserved populations. The field of use

of AI in government services for service

provision is still a new area of

investigation and more literature is being

published constantly. Because of this, a

recommendation for potential areas of

future research include readiness

assessment frameworks and security.

III. PROPOSED SYSTEM

In this project author describing concept to

automate government services with

Artificial Intelligence technology such as

Deep Learning algorithm called

Convolution Neural Networks (CNN).

Government can introduce new schemes

on internet and peoples can read news and

notifications of such schemes and then

peoples can write opinion about such

schemes and this opinions can help

government in taking better decisions. To

detect public opinions about schemes

automatically we need to have software

like human brains which can easily

understand the opinion which peoples are

writing is in favour of positive or negative.

To build such automated opinion detection

author is suggesting to build CNN model

which can work like human brains. This

CNN model can be generated for any

services and we can make it to work like

automated decision making without any

human interactions. To suggest this

technique author already describing

concept to implement multiple models in

which one model can detect or recognize

human hand written digits and second

model can detect sentiment from text

sentences which can be given by human

about government schemes. In our

extension model we added another model

which can detect sentiment from person

face image. Person face expressions can

describe sentiments better than words or

sentences. So our extension work can

predict sentiments from person face

images.

SYSTEMARCHITECTURE
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Fig.1 System architecture

CONVOLUTION NEURAL

NETWORKS:

To demonstrate how to build a

convolutional neural network based image

classifier, we shall build a 6 layer neural

network that will identify and separate one

image from other. This network that we

shall build is a very small network that we

can run on a CPU as well. Traditional

neural networks that are very good at

doing image classification have many

more parameters and take a lot of time if

trained on normal CPU. However, our

objective is to show how to build a real-

world convolutional neural network using

TENSORFLOW. Neural Networks are

essentially mathematical models to solve

an optimization problem. They are made

of neurons, the basic computation unit of

neural networks. A neuron takes an input

(say x), do some computation on it (say:

multiply it with a variable w and adds

another variable b) to produce a value (say;

z= wx + b). This value is passed to a

nonlinear function called activation

function (f) to produce the final output

(activation) of a neuron. There are many

kinds of activation functions. One of the

popular activation function is Sigmoid.

The neuron which uses sigmoid function

as an activation function will be called

sigmoid neuron. Depending on the

activation functions, neurons are named

and there are many kinds of them like

RELU, TanH. If you stack neurons in a

single line, it’s called a layer; which is the

next building block of neural networks.

See below image with layers

Fig.2 CNN Layer

To predict image class multiple layers

operate on each other to get best match
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layer and this process continues till no

more improvement left.

NLPALGORITHM:

Natural language processing (NLP) refers

to the branch of computer science—and

more specifically, the branch of artificial

intelligence or AI—concerned with giving

computers the ability to understand text

and spoken words in much the same way

human beings can.

NLP combines computational linguistics—

rule-based modeling of human language—

with statistical, machine learning, and deep

learning models. Together, these

technologies enable computers to process

human language in the form of text or

voice data and to ‘understand’ its full

meaning, complete with the speaker or

writer’s intent and sentiment.

NLP drives computer programs that

translate text from one language to another,

respond to spoken commands, and

summarize large volumes of text rapidly—

even in real time. There’s a good chance

you’ve interacted with NLP in the form of

voice-operated GPS systems, digital

assistants, speech-to-text dictation

software, customer service chatbots, and

other consumer conveniences. But NLP

also plays a growing role in enterprise

solutions that help streamline business

operations, increase employee productivity,

and simplify mission-critical business

processes.

• Speech recognition, also called speech-

to-text, is the task of reliably converting

voice data into text data. Speech

recognition is required for any application

that follows voice commands or answers

spoken questions. What makes speech

recognition especially challenging is the

way people talk—quickly, slurring words

together, with varying emphasis and

intonation, in different accents, and often

using incorrect grammar.

• Part of speech tagging, also called

grammatical tagging, is the process of

determining the part of speech of a

particular word or piece of text based on

its use and context. Part of speech

identifies ‘make’ as a verb in ‘I can make a

paper plane,’ and as a noun in ‘What make

of car do you own?’

• Word sense disambiguation is the

selection of the meaning of a word with

multiple meanings through a process of

semantic analysis that determine the word

that makes the most sense in the given

context. For example, word sense

disambiguation helps distinguish the
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meaning of the verb 'make' in ‘make the

grade’ (achieve) vs. ‘make a bet’ (place).

• Named entity recognition, or NEM,

identifies words or phrases as useful

entities. NEM identifies ‘Kentucky’ as a

location or ‘Fred’ as a man's name.
IV. RESULTS

Fig.3 In above screen click on ‘Generate Hand Written Digits Recognition Deep Learning

Model’ button to generate CNN digits recognition model .

Fig.4 In above screen we can see digits model generated and CNN layer details you can see

black console.
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Fig.5 In above screen we can see Conv2d means convolution or CNN generate image

features layer from different size as first layer generate with image size 26, 26 and second

generated with 13 and 13 and goes on. Now click on ‘Generate Text & Image Based

Sentiment Detection Deep Learning Model’ button to generate CNN for text and image based

sentiment detection model.

Fig.6 In above screen text area we can see opinions from all users and in first opinion we got

sentiment detected as positive which means user is satisfy with that scheme and for second

opinion we got sentiment as negative which means user not happy. Similarly user can upload

their image with facial expression which describe whether user is happy or angry.
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Fig.7 In above screen I am uploading one anger face image and then application ask to write

username and referring scheme name. similarly any number of users can upload their images.

Now click on ‘Detect Sentiments From Face Expression Photo’ button to get all images and

its detected sentiments.

Fig.8 In above screen we can see all images with facial expression are identified with their

sentiments. In dialog box also we can see sentiment result. Similarly you can enter any

number of comments or facial images to detect their sentiments.
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V. CONCLUSION

With the recent advances in AI and deep

learning technologies, more government

agencies are starting to use such

technologies to improve their systems and

services. However, a large set of challenges

hinder the adoption of such technologies,

including the lack of experts, computational

resources, trust, and AI interpretability. In

this paper, we introduced the definitions of

artificial intelligence and e-government,

briery discussed the current state of e-

government indices around the world, and

then proposed our solutions to advance the

current state of e-government, considering

the Gulf Countries as a case study. We

proposed a framework for management of

government information resources that help

manage the e-government lifecycle end-to-

end. Then, we proposed a set of deep

learning techniques that can help facilitate

and automate several e-government services.

After that, we proposed a smart platform for

AI development and implementation in e-

government. The overarching goal of this

paper is to introduce new frameworks and

platform to integrate recent advances in AI

techniques in the e-government systems and

services to improve the overall trust,

transparency, and efficiency of e-

government.
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