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Abstract—

News and social media are now joined at the hip. There are many publications that come from
social media, and there are many institutions and factors that rely on social media information for
content. Twitter has taken a central role in the dissemination and the consumption of news.
Twitter hashtags serve as a natural way of connecting users from Twitter with news organizations,
allowing them to explode momentum for stories that are popular, hashtagged, and trending.
Hashtaggers provide news organizations with an efficient way to find out what people care about.
On the social media side, news editors rely on social media information for following their
audience’s attention. For example, they tweet in an attempt to reach their followers. We therefore
propose, an efficient learning-to-rank framework. Penalized pointwise algorithms empirically
outperform multi-class classification and other learning-to-rank approaches. To this end, and
motivated by significant accounting issues, and requirement of extensive dataset collection as well
as feature engineering, we propose new data collection heuristics and reweighting of given
features. We show that all implemented approaches achieve unattainable (with prior art methods)
maximal possible coverage (the golden ratio in “n” for general n-class classification.

Index Terms: Learning-to-rank, dynamic topics, social tags, news, real-time hashtag
recommendation

I. Introduction

Hashtags tend to appear
spontaneously around breaking news or
developing news stories, and are a way for
news readers to connect to a particular story
and community, to get focused updates in
real-time. News organizations use hashtags to
target Twitter communities in order to
promote original content and engage readers.
Journalists  sometimes introduce  new
hashtags, but the Twitter crowd is the one
that most often creates and drives the usage
of a few of many competing hashtags, thus

echoing the current social discourse (e.g.,
#Brexit, and the opinion camps of
#VoteLeave and #Remain for the EU
referendum story).

A news story can have multiple
hashtags, and is likely to have different
hashtags at different stages of the story. For
example, in the Umbrella Revolution story (a
series of street protests in Hong Kong in
2014), Twitter played a huge role: thousands
of people were protesting and reporting on
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ongoing events by tweeting with their phones.
Three main hashtags are used during the
event: #HongKong, #OccupyCentral and
#UmbrellaRevolution. Each hashtag
dominates the discussion at different time
points: #HongKong, the location of the
events, is popular at the beginning of the
story. #OccupyCentral becomes popular
when sit-in protests begin to attract wide
attention, particularly on Twitter. Finally,
#UmbrellaRevolution dominates the topic as
it refers to the protesters using umbrellas to
protect themselves from teargas. The
relationship between the news story and the
hashtags is very dynamic, with new hashtags
being created and adopted by Twitter users at
a rapid pace. It may be seen from this
example that for applications aiming to
exploit hashtagging, it is critical to capture
the dynamic co-evolution of news and
hashtags, as the news story evolution
influences the Twitter discussions, which in
turn may affect the news. We note that the
content of some articles may not be
obviously related to a story, but a hashtag
recommender can use the social discourse to
create a bridge between news articles. This
work  proposes a real-time hashtag
recommendation approach that is able to
efficiently and effectively capture the
dynamic evolution of news and hashtags.
Most  prior approaches for hashtag
recommendation work on static datasets and
do not account for the emergence and
disappearance of hashtags. Many approaches
use topic/class modeling, by considering
hashtags as topics, and mapping news articles
to topics using content similarity. As the
relevant hashtags change quickly and the
news and Twitter environments are highly
dynamic, approaches that use multi-class
classification need continuous retraining to

adapt to new content. Additionally, to train
models, these methods rely on tweets that
contain both hashtags and URLs. Such tweets
are very few and tend to be noisy, which may
explain the low accuracy of prior methods
(e.g., 50 percent precision reported in recent
work).

II. RELATED WORK

Existing work on hashtag recommendation
tackles the problem from either a class/topic
modeling point of view, or from a learning-
to-rank perspective. We discuss recent
literature from both categories of approaches,
as applied to tweets or news articles. Hashtag
Recommendation for Tweets. Prior work
focusing on hashtag recommendation for
tweets relies on MCC modeling on static
datasets. The work of [1] builds Na€ive
Bayes or SVM classifiers for hashtags, where
(1) a hashtag is seen as a class and (ii) the
tweets tagged with that hashtag are assumed
to be labeled data for that class. Hashtag
recommendation for tweets can be adapted to
recommendation for news, by treating the
news headline as a rich tweet. As we show in
our experiments, MCC approaches are
overwhelmed by the data scale, sparsity and
noise characteristics of tweets.

Many other approaches employ topic
modeling with PLSA [2], DPMM [3] and
LDA [4]. For example [5] fits an LDA model
to a set of tweets in order to recommend
hashtags. They combine the LDA model with
a translation model, to address the vocabulary
gap between tweets and hashtags. LDA-type
approaches face drastic challenges regarding
both  scalability = and  accuracy  of
recommendation, since either hashtags that
are too general are recommended, e.g., #news,
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#life, or ones that are not actively used by
Twitter users. This happens because the focus
is on recommending hashtags solely driven
by the content of tweets. These models are
also not efficient as they need to be
constantly retrained to adapt to newly
emerging hashtags.

Some recent methods formulate hashtag
recommendation based on multi-class
modeling with deep neural nets. The work in
[6] proposed an attention-based
Convolutional Neural Network model for
hashtag recommendation to tweets. This
approach works on a static dataset and
improves the state-of-the-art results, but the
recommendation precision is still around 50
percent. The work in [7] uses pairwise L2R
for hashtag recommendation for tweets. This
work is tailored for tweets with at least one
URL and one hashtag in their body, a very
small subset of the overall tweet pool
discussing news. Training on this small and
noisy tweet set can pose serious problems for
the recommendation, resulting in low
Precision and low coverage, i.e., few tweets
receiving any recommendation at all
(reported coverage of 50 percent). The data
collection is seeded by an external set of 135
trending hashtags collected from hashtags.org
each day. This means that many of the
hashtags used as seed do not relate to news at
all, but just happen to be trending on
hashtags.org at the time of collection.
Furthermore, there is no focus on news nor
on efficient recommendation which is critical
for our setting. In contrast to the approach,
we use the actual news articles to drive the
selection of tweets and candidate hashtags. In
our experiments we compare to the method
and show that our model achieves much
better coverage and Precision@]l. Hashtag

Recommendation for News: There is little
prior work focusing specifically on hashtag
recommendation for news. The approach in
[8] relies on a manual user query to retrieve
related articles, which are then clustered to
create a topic profile. A hashtag profile is
also created from tweets collected from a set
of manually selected accounts. Hashtags with
a similar profile to a cluster, are
recommended to that cluster. Since the
experiments are done on a static collection,
the user engagement with the hashtag is not
considered. In [9] we proposed a high-
precision pointwise L2R framework for
hashtag recommendation for news. In this
paper, we improve the efficiency and
coverage of that method, while preserving
high-precision. We explore different methods
for retrieving relevant tweets for news
articles and evaluate the end-to-end effect on
recommendation. There are several published
methods for retrieving tweets for news
articles.

ITI. EXISTINGSYSTEM

e Gong et al proposed an attention-
based Convolutional Neural Network
model for hashtag recommendation to
tweets. This approach works on a
static dataset and improves the state-
of-the-art results, but the
recommendation precision is still
around 50 percent.

e Sedhai et al used pairwise L2R for
hashtag recommendation for tweets.
This work is tailored for tweets with
at least one URL and one hashtag in
their body, a very small subset of the
overall tweet pool discussing news.
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e Shi et al proposed a high-precision
point wise L2R framework for
hashtag recommendation for news.

e Gruetzed et al focused on temporal
aspects of hashtag recommendation
and proposes two content-based
models implemented in a distributed
manner

e Disadvantages: Low
Recommendation slowly.

IV. PROPOSED SYSTEM

. This work proposed Hashtagger+, an
efficient learning-to-rank framework for
merging news and social streams in real-time,
by recommending Twitter hashtags to news
articles.
o This work provides an extensive
study of different approaches for streaming
hashtag recommendation, and show that
point wise learning-to-rank is more
effective than multi-class classification as
well as more complex learning-to-rank
approaches.
o This work improves the efficiency
and coverage of a state-of-the-art hashtag
recommendation model by proposing new
techniques for data collection and feature
computation.

coverage.

o Advantages: High coverage.
Recommendation quickly.
V. MODULES
1. Load News Articles & Extract
Keywords

2. Relevant Tweets Extraction

3. Candidate Hashtags Extraction &
calculate  Article-Hashtag Feature
Vector

4. Recommended Hashtags

Load News Articles & Extract Keywords:

° First, this module loads lot of news
articles.
o Followed by this module extract

keywords using PoS tagger.

Relevant Tweets Extraction:

° Furthermore, this module extracts
relevant tweets based on keywords.
. It takes each keyword as a query and

extracts tweets based on this query.

Candidate  Hashtags Extraction &
calculate Article-Hashtag Feature Vector:

o This module extracted candidate
hashtags from relevant tweets.

o Followed by, this module calculates
feature vector for each candidate hashtages
on all available articles.

. Recommended Hashtags:

. This module first applies Learning-
to-Rank model.

o This module recommends best
hashtags.

VI. CONCLUSION

In this work we have presented Hashtagger+,
an approach for efficient, high-coverage real-
time hashtag recommendation for streaming
news. Our work has advanced the state-ofthe-
art by proposing an L2R model together with
a set of efficient algorithms for data
collection and feature computation. We have
presented a detailed breakdown and analysis
of our model, and provided an extensive
empirical study of each building block. We
showed that pointwise L2R approaches vastly
outperform content-based and
pairwise/listwise L2R approaches for real-
time hashtag recommendation. Finally, we
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showed that L2R approaches behave better
for recommending hashtags to niche news
articles, a setting where most other
approaches do not perform well due to lack
of data for robust feature computation.
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